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3.3 Inner tracker

The inner tracker is placed at the center of the ATLAS detector, thus inside the magnetic field
by the solenoid magnet. The inner tracker is 6.2 m long in the z-direction and 2.1 m in diameter.
The primary purpose of the inner tracker is to detect the position where the charged particles go
through. This information is essential to reconstruct charged particle tracks and to determine
pp interaction points and secondary vertices. The inner tracker consists of three detectors, Pixel
detector, SemiConductor Tracker (SCT) and Transition Radiation Tracker (TRT). The layout
of these three detectors is shown in Figure 3.6.

Figure 3.6: The cut-away image of the inner tracker [40].

3.3.1 Pixel detector

The pixel detector is located just outside of the beam pipe. It is equipped with a very small
detection unit of 50 × 400 µm2 sensitive area to detect particles from pp collisions without
overlaps, where typically 500-1000 charged particles hit the pixel detector per bunch crossing.
It is made from silicon sensors to achieve such a high granularity. The smallest units of the pixel
detector are modules as shown in Figure 3.7. One pixel module consists of the silicon sensor
sandwiched with a front-end chip (FE in the figure) to read out the signal, and a flex circuit to
send the signal to the outside of the ATLAS detector. One pixel module covers 16 × 57.6 mm2

area with 320 × 144 pixels. Pixel support structure in Figure 3.8 contains 1456 modules on
three barrel layers, and 288 modules on three disk layers (end-cap) on each side, resulting in
1744 modules in total. The distance between the beam pipe center and each barrel layer is 50.5,
88.5 and 122.5 mm, respectively. The innermost layer is attached to the beam pipe, called the
B-layer. The three layers on each side are placed at z = ±495,±580 and±650 mm, respectively.
This layout provides three hits per track up to |η| = 2.5.

The pixel detector can measure the time that the electric signal exceeds a given threshold,
called time-over-threshold, which represents the size of energy deposit in the sensor. Using
this charge information, when there are two or more neighboring hit pixels, the hit position is

Introduction
• Inner detector in ATLAS


➡Purpose : 

- Particle tracking

- Vertexing


➡Provides very important 
 information for “all” 
 reconstructed object.


• ATLAS-Japan group is 
involved in silicon detector study.

➡Pixel detector

➡SemiConductor Tracker (SCT)
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Chapter 3

The ATLAS experiment

The ATLAS1) detector is one of the general purpose detectors at LHC. The detector surrounds
the interaction point and the beam pipe hermetically. It consists of cylindrical layers and two
end-caps. The detector is 44 m in length and 25 m in height, and has a weight of approximately
7000 tons. Figure 3.1 shows the full ATLAS detector. The detector components, called as
subsystems, are categorized into the inner tracker, the electromagnetic and hadron calorimeter,
and the muon spectrometer, from inside to outside. Besides, the ATLAS detector is equipped
with the magnets and the forward detectors.

Figure 3.1: The full ATLAS detector [37].

In this chapter, sections are organized as follows. The ATLAS coordinate system is explained
in Section 3.1. The details of each subsystem are described in Section 3.2 to 3.6. After describing
the ATLAS detector, the trigger system and the data acquisition (DAQ) system is outlined in
Section 3.7. The ATLAS computing system is explained in Section 3.8.

1)
The ATLAS stands for ‘A Toroidal LHC ApparatuS’

ATLAS Detector

ATLAS Inner Detector



Inner detector in HL-LHC

• Many problems to use the current design.

➡Intolerable radiation damage


- Fluence of ~1016 neq/cm2

➡Unacceptable occupancy


- 23 → 140 pp collisions in one bunch crossing.

• Completely new design is under study for the upgrade.
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Intro: Pixel Detector in HL-LHC
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Overview of the upgraded detector
• Full silicon tracker.


➡To have high granularity/fast responding detector.

• Larger detector acceptance.


➡Extend up to |η|<4.0.

• Many studies are ongoing.


➡Detector R&D, layout, support structure, cooling etc...
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Concept ring+IBL layouts 
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In proton equivalent units, the fluence is B3!
1014 protons=cm2: The SCT has been specified to
be able to withstand these fluences.

3. SCT barrel modules

The barrel cylinders of SCT all carry detector
units of an identical design, the barrel modules. A
3D view of the module is shown in Fig. 2. The
module components include four silicon micro-
strip sensors, a baseboard, and an electronic
hybrid wrapped around near the centre of the
module [6]. The major design parameters are listed
in Table 2.

The sensors were designed for the ATLAS SCT
specification [7]. The baseboard is made of thermal
pyrolytic graphite (TPG), providing a mechanical
structure, a high thermal conductivity heat path,
and an electrical connection to the backside of the
sensors [8]. The hybrid is made of four layers of
Cu/Polyimide flexible printed circuit, reinforced
mechanically, thermally, and electrically with
Carbon–Carbon substrate [9], and carrying 12
readout ASICs [10]. Electrical connections are
made by Al wire-bonds between the sensor pairs,
between the sensors and the hybrids, and between
the ASICs and the hybrids. There are about 5400
wire-bonds in a module. The endcap modules are
described elsewhere [11].

4. Silicon microstrip sensors

4.1. Series production

The SCT requires 15,552 silicon microstrip
sensors for the experiment, and is producing with
spares B19; 000: Japan, UK, and Norway share
the responsibility for the B10; 600 barrel sensors
produced by Hamamatsu Photonics; the UK,

ARTICLE IN PRESS

Table 1

SCT parameters in the barrel and in the endcap regions

Barrel cylinder r (mm) Tilt angle (deg) Modules

B3 299 11 384
B4 371 11 480
B5 443 11.25 576
B6 514 11.25 672

total 2112

Endcap disk Inner r (mm) Outer r (mm) Modules

1,7 337 560 92
2,3,4,5,6 270 560 132
8 408 560 92
9 439 560 52

total 1976

Fig. 2. ATLAS SCT barrel module.

Table 2

Barrel module parameters

Detection planes Two with small stereo angle
crossing

Sensors 63:56! 63:96 mm2=sensor
single-sided p-in-n Si wafer
pair of sensors top and
bottom side

Strips 80 mm pitch
126 mm length (2 mm dead in
middle)

Strip directions þ=# 20 mrad
Operating temperature #7$C
Total chip power 6:0 W nominal

8:1 W max.
Thermal runaway heat flux > 240 mW=mm2 at 0$C
Mechanical precisions
back-to-back o5 mm (in-plane lateral)

o10 mm (in-plane
longitudinal)
o50 mm (out-of-plane)

Fixation point o30 mm (in-plane)
Radiation length 1:2% X0

Y. Unno / Nuclear Instruments and Methods in Physics Research A 511 (2003) 58–6360

Figure 3.10: The ATLAS SCT module [44]

installed into the inner detector complex in early
2005 and the ATLAS detector to be completed at
the end of 2006 with the first beam collision in
February 2007.

2. Central Tracking System

2.1. Central solenoid

The superconducting solenoid has been fabri-
cated under the supervision of KEK and the
ATLAS-Japan group [5]. In order to reduce
the amount of material and space in front of the
Liquid Argon electromagnetic calorimeter, the
superconducting coil and the calorimeter share a
common vacuum vessel. The solenoid was com-
pleted and tested in Japan in January 2001,
transported to CERN in October 2001, and is
being integrated into the vessel.

2.2. Inner detector (ID)

A quadrant view of the ID is shown in Fig. 1. A
major change since the ID TDR has been to
incorporate an insertion tube to facilitate installa-
tion of the PIXEL subsystem. This tube required
an increase to the inner radius of the SCT endcap

regions, the inner edge of the endcap silicon
sensors rising to 270 mm from 259 mm in the
TDR. To cope with the reduction of radial
coverage, the location of the endcap disks was
rearranged and the inner modules of disk 1 moved
to disk 2 to optimise the average number of hits.

2.3. Semiconductor tracker (SCT)

The SCT system consists of a barrel made of
four cylinders and two endcaps each of nine disks.
The cylinders together carry 2112 detector units,
the barrel modules described in Section 3. The
disks carry in total 1976 endcap modules. The
major geometrical parameters of the barrel and
endcap regions are summarised in Table 1. A total
of 8448 barrel and 7104 endcap microstrip sensors
are required, all being fabricated from 4-in. silicon
wafers.

2.4. Radiation level

The ID volume will be subject to a fluence of
charged and neutral particles from the collision
point and from back-scattered neutrons from the
calorimeters. An estimated fluence at the inner-
most of the SCT, in neutron equivalent units, is
B2! 1014 neutrons=cm2 in 10 years of operation.

ARTICLE IN PRESS

Fig. 1. A quadrant view of the inner detector consisted of PIXEL, SCT, and TRT detector systems. The detector boxes indicate the
envelopes of active elements. The figure is based on the engineering drawing of TB-0049-177-01-P.

Y. Unno / Nuclear Instruments and Methods in Physics Research A 511 (2003) 58–63 59

Figure 3.11: The layout of the ATLAS inner tracker [44]. The distances are given in mm.

New design (Not final) Current design

Center of the detector

pixelpixel

SCT
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TRT

proton beam proton beam



Overview of the upgraded detector
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In proton equivalent units, the fluence is B3!
1014 protons=cm2: The SCT has been specified to
be able to withstand these fluences.

3. SCT barrel modules

The barrel cylinders of SCT all carry detector
units of an identical design, the barrel modules. A
3D view of the module is shown in Fig. 2. The
module components include four silicon micro-
strip sensors, a baseboard, and an electronic
hybrid wrapped around near the centre of the
module [6]. The major design parameters are listed
in Table 2.

The sensors were designed for the ATLAS SCT
specification [7]. The baseboard is made of thermal
pyrolytic graphite (TPG), providing a mechanical
structure, a high thermal conductivity heat path,
and an electrical connection to the backside of the
sensors [8]. The hybrid is made of four layers of
Cu/Polyimide flexible printed circuit, reinforced
mechanically, thermally, and electrically with
Carbon–Carbon substrate [9], and carrying 12
readout ASICs [10]. Electrical connections are
made by Al wire-bonds between the sensor pairs,
between the sensors and the hybrids, and between
the ASICs and the hybrids. There are about 5400
wire-bonds in a module. The endcap modules are
described elsewhere [11].

4. Silicon microstrip sensors

4.1. Series production

The SCT requires 15,552 silicon microstrip
sensors for the experiment, and is producing with
spares B19; 000: Japan, UK, and Norway share
the responsibility for the B10; 600 barrel sensors
produced by Hamamatsu Photonics; the UK,
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Table 1

SCT parameters in the barrel and in the endcap regions

Barrel cylinder r (mm) Tilt angle (deg) Modules

B3 299 11 384
B4 371 11 480
B5 443 11.25 576
B6 514 11.25 672

total 2112

Endcap disk Inner r (mm) Outer r (mm) Modules

1,7 337 560 92
2,3,4,5,6 270 560 132
8 408 560 92
9 439 560 52

total 1976

Fig. 2. ATLAS SCT barrel module.

Table 2

Barrel module parameters

Detection planes Two with small stereo angle
crossing

Sensors 63:56! 63:96 mm2=sensor
single-sided p-in-n Si wafer
pair of sensors top and
bottom side

Strips 80 mm pitch
126 mm length (2 mm dead in
middle)

Strip directions þ=# 20 mrad
Operating temperature #7$C
Total chip power 6:0 W nominal

8:1 W max.
Thermal runaway heat flux > 240 mW=mm2 at 0$C
Mechanical precisions
back-to-back o5 mm (in-plane lateral)

o10 mm (in-plane
longitudinal)
o50 mm (out-of-plane)

Fixation point o30 mm (in-plane)
Radiation length 1:2% X0

Y. Unno / Nuclear Instruments and Methods in Physics Research A 511 (2003) 58–6360

Figure 3.10: The ATLAS SCT module [44]

installed into the inner detector complex in early
2005 and the ATLAS detector to be completed at
the end of 2006 with the first beam collision in
February 2007.

2. Central Tracking System

2.1. Central solenoid

The superconducting solenoid has been fabri-
cated under the supervision of KEK and the
ATLAS-Japan group [5]. In order to reduce
the amount of material and space in front of the
Liquid Argon electromagnetic calorimeter, the
superconducting coil and the calorimeter share a
common vacuum vessel. The solenoid was com-
pleted and tested in Japan in January 2001,
transported to CERN in October 2001, and is
being integrated into the vessel.

2.2. Inner detector (ID)

A quadrant view of the ID is shown in Fig. 1. A
major change since the ID TDR has been to
incorporate an insertion tube to facilitate installa-
tion of the PIXEL subsystem. This tube required
an increase to the inner radius of the SCT endcap

regions, the inner edge of the endcap silicon
sensors rising to 270 mm from 259 mm in the
TDR. To cope with the reduction of radial
coverage, the location of the endcap disks was
rearranged and the inner modules of disk 1 moved
to disk 2 to optimise the average number of hits.

2.3. Semiconductor tracker (SCT)

The SCT system consists of a barrel made of
four cylinders and two endcaps each of nine disks.
The cylinders together carry 2112 detector units,
the barrel modules described in Section 3. The
disks carry in total 1976 endcap modules. The
major geometrical parameters of the barrel and
endcap regions are summarised in Table 1. A total
of 8448 barrel and 7104 endcap microstrip sensors
are required, all being fabricated from 4-in. silicon
wafers.

2.4. Radiation level

The ID volume will be subject to a fluence of
charged and neutral particles from the collision
point and from back-scattered neutrons from the
calorimeters. An estimated fluence at the inner-
most of the SCT, in neutron equivalent units, is
B2! 1014 neutrons=cm2 in 10 years of operation.

ARTICLE IN PRESS

Fig. 1. A quadrant view of the inner detector consisted of PIXEL, SCT, and TRT detector systems. The detector boxes indicate the
envelopes of active elements. The figure is based on the engineering drawing of TB-0049-177-01-P.
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Figure 3.11: The layout of the ATLAS inner tracker [44]. The distances are given in mm.

New design (Not final) Current design

|η|<2.5 (~9°)
|η|<4.0 (~2°)

Center of the detector
proton beam proton beam

• Full silicon tracker.

➡To have high granularity/fast responding detector.


• Larger detector acceptance.

➡Extend up to |η|<4.0.


• Many studies are ongoing.

➡Detector R&D, layout, support structure, cooling etc...



Overview of the upgraded detector
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In proton equivalent units, the fluence is B3!
1014 protons=cm2: The SCT has been specified to
be able to withstand these fluences.

3. SCT barrel modules

The barrel cylinders of SCT all carry detector
units of an identical design, the barrel modules. A
3D view of the module is shown in Fig. 2. The
module components include four silicon micro-
strip sensors, a baseboard, and an electronic
hybrid wrapped around near the centre of the
module [6]. The major design parameters are listed
in Table 2.

The sensors were designed for the ATLAS SCT
specification [7]. The baseboard is made of thermal
pyrolytic graphite (TPG), providing a mechanical
structure, a high thermal conductivity heat path,
and an electrical connection to the backside of the
sensors [8]. The hybrid is made of four layers of
Cu/Polyimide flexible printed circuit, reinforced
mechanically, thermally, and electrically with
Carbon–Carbon substrate [9], and carrying 12
readout ASICs [10]. Electrical connections are
made by Al wire-bonds between the sensor pairs,
between the sensors and the hybrids, and between
the ASICs and the hybrids. There are about 5400
wire-bonds in a module. The endcap modules are
described elsewhere [11].

4. Silicon microstrip sensors

4.1. Series production

The SCT requires 15,552 silicon microstrip
sensors for the experiment, and is producing with
spares B19; 000: Japan, UK, and Norway share
the responsibility for the B10; 600 barrel sensors
produced by Hamamatsu Photonics; the UK,
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Table 1

SCT parameters in the barrel and in the endcap regions

Barrel cylinder r (mm) Tilt angle (deg) Modules

B3 299 11 384
B4 371 11 480
B5 443 11.25 576
B6 514 11.25 672

total 2112

Endcap disk Inner r (mm) Outer r (mm) Modules

1,7 337 560 92
2,3,4,5,6 270 560 132
8 408 560 92
9 439 560 52

total 1976

Fig. 2. ATLAS SCT barrel module.

Table 2

Barrel module parameters

Detection planes Two with small stereo angle
crossing

Sensors 63:56! 63:96 mm2=sensor
single-sided p-in-n Si wafer
pair of sensors top and
bottom side

Strips 80 mm pitch
126 mm length (2 mm dead in
middle)

Strip directions þ=# 20 mrad
Operating temperature #7$C
Total chip power 6:0 W nominal

8:1 W max.
Thermal runaway heat flux > 240 mW=mm2 at 0$C
Mechanical precisions
back-to-back o5 mm (in-plane lateral)

o10 mm (in-plane
longitudinal)
o50 mm (out-of-plane)

Fixation point o30 mm (in-plane)
Radiation length 1:2% X0

Y. Unno / Nuclear Instruments and Methods in Physics Research A 511 (2003) 58–6360

Figure 3.10: The ATLAS SCT module [44]

installed into the inner detector complex in early
2005 and the ATLAS detector to be completed at
the end of 2006 with the first beam collision in
February 2007.

2. Central Tracking System

2.1. Central solenoid

The superconducting solenoid has been fabri-
cated under the supervision of KEK and the
ATLAS-Japan group [5]. In order to reduce
the amount of material and space in front of the
Liquid Argon electromagnetic calorimeter, the
superconducting coil and the calorimeter share a
common vacuum vessel. The solenoid was com-
pleted and tested in Japan in January 2001,
transported to CERN in October 2001, and is
being integrated into the vessel.

2.2. Inner detector (ID)

A quadrant view of the ID is shown in Fig. 1. A
major change since the ID TDR has been to
incorporate an insertion tube to facilitate installa-
tion of the PIXEL subsystem. This tube required
an increase to the inner radius of the SCT endcap

regions, the inner edge of the endcap silicon
sensors rising to 270 mm from 259 mm in the
TDR. To cope with the reduction of radial
coverage, the location of the endcap disks was
rearranged and the inner modules of disk 1 moved
to disk 2 to optimise the average number of hits.

2.3. Semiconductor tracker (SCT)

The SCT system consists of a barrel made of
four cylinders and two endcaps each of nine disks.
The cylinders together carry 2112 detector units,
the barrel modules described in Section 3. The
disks carry in total 1976 endcap modules. The
major geometrical parameters of the barrel and
endcap regions are summarised in Table 1. A total
of 8448 barrel and 7104 endcap microstrip sensors
are required, all being fabricated from 4-in. silicon
wafers.

2.4. Radiation level

The ID volume will be subject to a fluence of
charged and neutral particles from the collision
point and from back-scattered neutrons from the
calorimeters. An estimated fluence at the inner-
most of the SCT, in neutron equivalent units, is
B2! 1014 neutrons=cm2 in 10 years of operation.

ARTICLE IN PRESS

Fig. 1. A quadrant view of the inner detector consisted of PIXEL, SCT, and TRT detector systems. The detector boxes indicate the
envelopes of active elements. The figure is based on the engineering drawing of TB-0049-177-01-P.

Y. Unno / Nuclear Instruments and Methods in Physics Research A 511 (2003) 58–63 59

Figure 3.11: The layout of the ATLAS inner tracker [44]. The distances are given in mm.

New design (Not final) Current design

|η|<2.5 (~9°)
|η|<4.0 (~2°)

Center of the detector
proton beam proton beam

• Full silicon tracker.

➡To have high granularity/fast responding detector.


• Larger detector acceptance.

➡Extend up to |η|<4.0.


• Many studies are ongoing.

➡Detector R&D, layout, support structure, cooling etc...

Japanese group is working 
 mainly on this part.



Introduction of the SEABAS board
• SEABAS2: general purpose DAQ board with SiTCP.


➡SiTCP: network processor to communicate with PC. 
             Maximum data rate: 1 Gbps.


➡FPGA for each user application.

➡4×NIM_IN, 2×NIM_OUT (trigger, busy etc...).

➡16ch×ADC and 4ch×DAC

7

Connectors for 
each application 
(120 signal lines 
from UserFPGA)

UserFPGA

SiTCP
Ethernet 

(via TCP/UDP)

NIM I/O

~ 20 cm



Advantage to use SEABAS
• “Compact” and “versatile” DAQ system.


➡Compact :

- Don’t need large crates just for testing prototypes...

✓E.g. NIM, CAMAC, VME, ATCA etc...


- Portable system is preferable.

✓We have to transport the system for the testbeam.


➡Versatile : 

- Have to test new features of the prototype quickly.
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SEABAS is one of the good solution !! 
- enough data transfer speed. 

-enough I/O ports.



Upgrade of the pixel detector
• Readout ASIC: FE-I3 → FE-I4.


➡Smaller pixel size, faster readout speed.

- To cope with higher hit rate.
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20mm

19
m

m

FE-I3 FE-I4 FE-I5

Pixel size 
(µm2) 50 X 400 50 x 250 25x150

Pixel array 
(total #)

18 X 160 
(2880)

80 x 336 
(26880)

136x336
(45696)

Data Rate 
(Mb/s) 40 160 360(?)

CMOS
process (nm) 250 130 65

10
.8

m
m

7.6mm

FE-I3

  FE-I4

Intro: New Front End IC 

!Largest IC in HEP to date.
!Higher radiation tolerance.
!Smaller pixel size:
 !improved spatial resolution
    !cope with higher hit rate
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FE-I3 FE-I4

Pixel array 18×160 80×336

Pixel size (um2) 50×400 50×250

Data rate 
(Mb/s) 40 160

CMOS 
process (nm) 250 130



FEI4-SEABAS2 DAQ system
• Can readout up to four FEI4s


➡MUX can be used to readout two FEI4s.

10

FEI4×4

Control, 
 analysis ...

4-chip 
adapter card

SEABAS2 LAN

SCC × 4



FEI4-SEABAS2 DAQ system
• Can readout up to four FEI4s


➡MUX can be used to readout two FEI4s.
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MUX

optional

FEI4×4

Control, 
 analysis ...

4-chip 
adapter card

SEABAS2 LAN

SCC × 4



Firmware design
• To make flexible DAQ system


➡Only provide the interface for ten FEI4 commands.

- e.g. LV1Trigger, CalibrationPulse, WrRegister etc...


➡All meaningful data from FEI4s are sent to PC.

• All operation can be done by software coding.


➡Relatively easy for non-DAQ expert to test new things.
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SEABAS2FEI4×4
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SiTCP 
(RBCP)

Com. 
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Command

Data
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Example: threshold tuning
• To set same threshold among pixels.


➡Good example of the operation

- Needs global configuration.

- Needs pixel local configuration.

- Charge injection

- etc...
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Problems & Solusions
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Differential Signaling

• FEI4 Interface: “Custom” SLVS

➡ SLVS? → Scalable Low Voltage Signaling

✓ Derived standard of LVDS (differensial signal standard).


• Differential signaling

➡ Suit for long distance signal transmission.
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Differential Signaling

• FEI4 Interface: “Custom” SLVS
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• Differential signaling

➡ Suit for long distance signal transmission.
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Differential Signaling

• FEI4 Interface: “Custom” SLVS

➡ SLVS? → Scalable Low Voltage Signaling

✓ Derived standard of LVDS (differensial signal standard).


• Differential signaling

➡ Suit for long distance signal transmission.
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Differential Signaling

• FEI4 Interface: “Custom” SLVS

➡ SLVS? → Scalable Low Voltage Signaling

✓ Derived standard of LVDS (differensial signal standard).


• Differential signaling

➡ Suit for long distance signal transmission.
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Differential Signaling

• FEI4 Interface: “Custom” SLVS

➡ SLVS? → Scalable Low Voltage Signaling

✓ Derived standard of LVDS (differensial signal standard).


• Differential signaling

➡ Suit for long distance signal transmission.
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Differential Signaling

• FEI4 Interface: “Custom” SLVS

➡ SLVS? → Scalable Low Voltage Signaling
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Differential Signaling

• FEI4 Interface: “Custom” SLVS

➡ SLVS? → Scalable Low Voltage Signaling

✓ Derived standard of LVDS (differensial signal standard).


• Differential signaling

➡ Suit for long distance signal transmission.

22

P

N

P-N

0.2-0.4 V

0.2-0.4 V

0.1-0.15 V

0.2-0.3 V

“Custom SLVS (TX)”FEI4①
FEI4②
FEI4③



Differential Signaling

• FEI4 Interface: “Custom” SLVS

➡ SLVS? → Scalable Low Voltage Signaling

✓ Derived standard of LVDS (differensial signal standard).


• Differential signaling

➡ Suit for long distance signal transmission.
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How to use SLVS with FPGA?

• No SLVS support by Virtex-5.

• Needed to prepare a level adaptor.

➡ Ref.: http://ednjapan.com/edn/articles/1109/20/news120.html
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Test with the proposed design
• Functionality test with a bread board.
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Result①
• I could adjust Vcom to be 0.8 V.


➡But swing seems to be too small (Diff. signal looks unclear).

26

O(+)-O(-)

I(+) and I(-)

O(+) and O(-)
Vcom = 1.25 V
Vcom = 0.8 V

Vswing = 100 mV



Changing the resistances
• Picked-up values are determined by trial and error.
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Result②
• Vcom adjusted as 0.8 V.


➡Much clear High/Low separation.
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Result②
• Vcom adjusted as 0.8 V.


➡Much clear High/Low separation.
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(and applying >10V sounds dengerous…)



Level shifter

• The problem apparently comes from buffer circuits.
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Lesson: check equivalent circuit for ASIC 
              when encountering problem…



Final (tentative) solution
• Succeeded to lowering the common level of the diff. signal.


➡Output signals with the “HT_25” standard.

- HyperTransport: Vcom ~ 600 mV, Vswing ~ 400 mV.


• Another problem arised…: periodical “dips” on output data from FEI4.

➡Disappear when Vdigital>1.3 V (←Nominal value=1.2 V).

➡Caused by larger Vswing than SLVS?
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ISERDES
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Firmware problem
• Compilation succeeds but sometimes the firmware don’t work.


➡Even though we don’t change anything (e.g. only adding a 
comment line.).


➡Working ISE project might not work at other sites (LBL etc..).

➡This suggests there might be a timing issue in FPGA.


- Caused by a delay of signal routing etc...


• To get rid of the timing problem inside FPGA completely.

➡Adopting built-in deserializer (160 MHz --> 16 MHz).

➡Could get easier to design the firmware in terms of timing.


- Used to use 480 MHz to deserialize 160 MHz data stream.

- Timing margin gets larger by a factor 30.
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Built-in deserializer
• ISERDES (Input SERializer/DESerializer) + IDELAY + BITSLIP


➡ISERDES: Fast deserializer up to 644 MHz 
                  (1:10 parallelize is possible for Virtex5)


➡IDELAY: Precise signal delay 
                (Range : (0-63)×76 ps ~ 4.8 ns)


➡BITSLIP: Word alignment function


• Some difficulties…

➡Training bit pattern: 20 bits long.

➡Serial data speed: 160 MHz (i.e. 1CLK=6.25ns)
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Data clock alignment
• Old : choose the best clock by finding data edges 

         by triple over-sampling.


➡Problem : 

- Clock is selected depending on the data timing.

- Gated clock is generated → Worsen the clock quality.

35

480 MHz

160 MHz : 1

160 MHz : 2

160 MHz : 3

data stream
① ① ① ①② ② ② ②③ ③ ③ ③



Data clock alignment
• New : finding the best “delay” to the input data.


• Advantage :

➡No gated clock.

➡Slower clock frequency (480 MHz --> 80 MHz).


- Note : Data is now extracted by DDR.

➡“Timing won’t be change by the compilation environment.” 

- Using registers in the particular IOB.
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Periodical noise (?)
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Parallelized data from FEI4②

Parallelized data from FEI4②



Hit data with some corruptions
• FEI4 successfully returns data, but some bits keep corrupting.
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Seems like hit data

Corrupting bits.



Finally found the reason of corruption
• The SERDES circuit for Chip0 in the SEABAS2 which I used 

seems to be broken.

➡Data corruption happens only for Chip0.


- If the corruption is due to the timing, it should happens 
among chips randomly.


➡Perfectly works on the other SEABAS2 board.

- Could reproduce the problem by testing several times.


➡Without SERDES, firmware seems to work.


• Lesson: 

➡It’s rare case, but sometimes unexpected behavior isn’t 

caused by my bug!!
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Perfect data extraction
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Weird noise on SEABAS
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Example of the noise

Frequency is not always the same. 
Amplitude is also not the same. 
Duration varies for each time.



Still existing on differential signals
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➡Existing even after taking difference.

- Even though negative side have a similar noise 

at the same time...

- Noise can exceed the LVDS threshold.

Positive side 
Negative side 
Diff(P-N)



The noise appears for all the signal lines
• ch1 : DOUT,   ch2 : COMMAND,     ch3 : REFCLK
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Chair makes the noise.
•  There are two types of chairs in the lab.


➡ Maybe, chair on the right makes ESD.

- Can easily reproduce the noise by moving chairs.


➡ No anti-ESD items in our lab except,,,

- Wrist strap, anti-ESD mat on desks (×Floor, ×Dry air).
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ESD CAUTION
• Have to take the “funny” sticker seriously. 

(Looks like just a joke though...)
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Indirect causes

• Displaced differential signal pairs.


• For next generation SEABAS (and daughter boards)

➡ Optimal signal line layout for differential signals.

➡ Prevent user’s connectors to be an anntena.
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Connector for adapter board①

Connector for adapter board② FPGA



Indirect causes

• Displaced differential signal pairs.


• For next generation SEABAS (and daughter boards)

➡ Optimal signal line layout for differential signals.

➡ Prevent user’s connectors to be an anntena.
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 for app. with single ended signaling.

Parfect layout (side by side)



Indirect causes

• Displaced differential signal pairs.


• For next generation SEABAS (and daughter boards)

➡ Optimal signal line layout for differential signals.

➡ Prevent user’s connectors to be an anntena.
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SEABAS was originally developped 
 for app. with single ended signaling.

One is going to other layer…



Indirect causes

• Floating signal lines


• For next generation SEABAS (and daughter boards)

➡ Optimal signal line layout for differential signals.

➡ Prevent user’s connectors to be an anntena.

50

Many signal lines are floating 
 at our adapter board. 

(potential anntena source…)



Indirect causes

• Floating signal lines


• For next generation SEABAS (and daughter boards)

➡ Optimal signal line layout for differential signals.

➡ Prevent user’s connectors to be an anntena.
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Conclusions

• Presented development of DAQ system for testing the ATLAS 
upgraded pixel.

➡ Basically it’s working after experiencing many troubles.


• Also presented some problems which could happen for other 
projects and our solutions.

➡ Hope to have useful comments from experienced 

developpers.

➡ Hope this talk helps all future developments.


• I think this workshop is very good place to share this sort of 
things (Obviously not suit for JPS meeting).
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Other systems
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