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Disclaimer

• Today's talk covers mainly the DAQ system and relating 
softwares for our Pixel module mass production.


• Planning to talk about three main points.

➡ Database system to track module production history.

➡ DAQ system to perform pixel tests.

➡ Design and performance of a DAQ interface board.
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LHC upgrade project

• LHC, world's largest collider, will be upgraded to HL-LHC by 2026.

➡ Aiming to collect ~10 times more statistics.
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ATLAS detector upgrade

• Silicon Pixel Tracker: Innermost detector of the ATLAS
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ATLAS Upgraded Pixel detector

• New inner tracker system

➡ Composed of silicon strip 

and silicon pixel modules.
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We need ~10000 pixel modules. 
Japan will produce ~2000.

We need to test those modules 
to control its quality (QC).

MASS PRODUCTION AND QA/QC
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We need around 10000 new 
pixel modules

1. Designing and producing interfaces for testing the new pixel modules. 

2. Verifying the performance of the DAQ system. 

3. Verifying the performance of the first pixel modules.

My tasks in 
this project 

New  
inner tracker 
cross-section 

Need to test these new modules, 
and assure its quality (QA) and 

control its quality (QC)
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Difficulties for the QC test

• Complicated assembling procedure.

➡ Need to properly handle test results to compare between  

different stages and/or sites.

• Many institutes (>20) are joining in the production.

➡ Need to perform comparable tests with using variety of setups.
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SLDO (�C) Low Temp. (�C) Interm. Temp. (�C) High Temp. (�C)
Planar �35 �15 20 30
3D �35 �25 - 20

Table 1: Table of suggested testing temperatures.

4 Production and Assembly Flow 63

Figure 1: Production flow.

The module production flow, including tests along it is shown in the schematic above. 64

It starts with the reception of bare modules and loaded module printed circuit boards 65

(PCBs). Both should have passed QC in their previous stage. Until after wirebonding, no 66

electrical testing can be done (except for the bare single modules for triplets). Therefore, 67

it is important to perform a full electrical characterisation right after wirebonding at low 68

and high temperatures, to ensure the wirebond quality and the correct Iref setting. A 69

second full electrical characterisation at different temperatures is performed at the end of 70

module production, before the shipment to the loading sites. Between other steps, basic 71

electrical tests shall be performed to check that the module is still functional. 72

4.1 Module Handling 73

([1] 1.17) The front-end chip (FE) chip is an electrostatic sensitive device and must be 74

handled properly to avoid damage from electrostatic discharge (ESD). The international 75

standard IEC 60747-1, chapter IX must be followed. The working environment, including 76

tools, materials and containers for handling and transport of modules should provide for 77

ESD protection (refer to IEC 61340-5-1 and IEC 61340-5-2). All operators dealing with 78

the items must be grounded to same potential as the equipment with at least the use of 79

grounding wrist straps. To avoid damage from particulates bare modules, module PCBs 80

and assembled modules must always be handled in a clean room environment with a 81

particle count corresponding to at least class 10000 (ISO 7), or better, using properly 82

FE QC

Happens at module assembly sites
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QC

PCB QC

Bare mod. 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Data handling model for our QC tests

• Three-database system: One central, two local.
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Data handling model for our QC tests

�8

Central Production Database

Long-term data storage @ Czech

Env. data 
storage

Temp. 
data 

storage

Env. monitor DAQ DAQ

• Three-database system: One central, two local.

• Problems to solve:

➡ Slow data link between Czech and non-European sites.

✓ Solved: a subset of data stored in the Local DB.


➡ There are some special data (e.g. extra env. monitor data) 
which is only relevant for a particular site.

✓ Solved: introduced a flexible data format for test results.


➡ Don't have enough person power to customize the system 
for individual sites.

✓ Solved: adopted a open-source software.



•                              : No SQL database

➡ Favored due to flexibility compared to SQL DBs.

➡ Data is stored as a JSON format ("document").

Local database system
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Database

{ 
id: 1001,

Module_ID: XXX,

Tester_ID: YYY,

Test_ID: ZZZ,

Temp_1: [,,,,], 
Temp_2: [,,,,],

Humi_1: [,,,,]

} MongoDB API

Collection Collection

{ 
id: 2001,

Module_ID: XXX,

Serial: Hoge,

Location: Huga,

...

}

document

Application
Retrieved document

{ 
id: 2001,

Module_ID: XXX,

Serial: Hoge,

Test_ID: ZZZ,

Temp_1: [,,,,], 
Humi_1: [,,,,]

}

https://www.json.org/json-ja.html


•                              : No SQL database

➡ Favored due to flexibility compared to SQL DBs.

➡ Data is stored as a JSON format ("document").

Local database system
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Database

{ 
id: 1001,

Module_ID: XXX,

Tester_ID: YYY,

Test_ID: ZZZ,

Temp_1: [,,,,], 
Temp_2: [,,,,],

Humi_1: [,,,,]

} MongoDB API

Collection Collection

{ 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Module_ID: XXX,

Serial: Hoge,
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...

}
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{ 
id: 2001,

Module_ID: XXX,

Serial: Hoge,

Test_ID: ZZZ,
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{ 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Module_ID: XXX,

Tester_ID: YYY,

Test_ID: ZZZ,
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Humi_1: [,,,,]
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If it's desired, any additional 
data can be inserted 

(e.g. additional temp. sensor)

https://www.json.org/json-ja.html


Local DB viewer

• Quick look at each test result as well as associated env. data.

• Custom web application based on Flask (python).

➡ Example: http://atlaspc5.kek.jp/localdb/
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Local DB viewer

• Quick look at each test result as well as environmental data.

• Custom web application based on Flask (python).

➡ Example: http://atlaspc5.kek.jp/localdb/
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Yamagaya Shohei2019/05/28 ATLAS Osaka meeting

Viewer �3
Dynamically generated 

plot by plotly.

http://atlaspc5.kek.jp/localdb/plotData?testRunId=5f2cdb92be6ea030bc04b82c&mapType=ThresholdDist-0


Local DB viewer

• Quick look at each test result as well as environmental data.

• Custom web application based on Flask (python).

➡ Example: http://atlaspc5.kek.jp/localdb/
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Viewer for QC tests

QA/QC meeting 2 Sep. 2020 4

Visual Inspection

mouseover : select the position
scroll : change the magnification ratio



Environmental monitoring system

•                            : Time series database for env. monitoring.


•        Grafana  : Open source analytics and interactive 
                        visualization web application.


• Aiming to reduce development and maintenance cost.

➡ One can customize their own monitoring system with well 

maintained documentation.
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DAQ system
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YARR - DAQ system

• PCIe based high-speed DAQ system

➡ FPGA just aggregates data from FE ASICs, everything 

sophisticated is done by its corresponding software.
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YARR - DAQ system

• PCIe based high-speed DAQ system

➡ Supporting commercial PCIe-FPGA boards with FMC.

✓ PLDA XpressK7: ~¥200k

✓ Trenz TEF1001: ~¥100k

✓ Xilinx KC705: ~¥210k


➡ Assuming less expensive 
Kintex7 (xc7k160t, xc7k325t).
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FPGA AC/DC Characteristics

• FPGA on KC705: XC7K325T, speed grade="-2".

➡ 1250 Mbps is the maximum rate. 

(and it's less than the ASIC data output rate...)
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Kintex-7 FPGAs Data Sheet: DC and AC Switching Characteristics

DS182 (v2.18) June 28, 2019 www.xilinx.com
Product Specification 14

Selecting the Correct Speed Grade and Voltage in the Vivado Tools

It is important to select the correct device speed grade and voltage in the Vivado tools for the device that you are selecting.

To select the 1.0V speed specifications in the Vivado tools, select the Kintex-7, Defense Grade Kintex-7Q, or XA Kintex-7 
sub-family, and then select the part name that is the device name followed by the package name followed by the speed 
grade. For example, select the xc7k325tffg900-3 part name for the XC7K325T device in the FFG900 package and -3 (1.0V) 
speed grade or select the xc7k325tffg900-2L part name for the XC7K325T device in the FFG900 package and -2LE (1.0V) 
speed grade.

To select the -2LI (0.95V) speed specifications in the Vivado tools, select the Kintex-7 sub-family and then select the part 
name that is the device name followed by an i followed by the package name followed by the speed grade. For example, 
select the xc7k325tiffg900-2L part name for the XC7K325T device in the FFG900 package and -2LI (0.95V) speed grade. The 
-2LI (0.95V) speed specifications are not supported in the ISE tools.

To select the -2LE (0.9V) speed specifications in the Vivado tools, select the Kintex-7 Low Voltage or Defense Grade 
Kintex-7Q Low Voltage sub-family, and then select the part name that is the device name followed by an l followed by the 
package name followed by the speed grade. For example, select the xc7k325tlffg900-2L part name for the XC7K325T 
device in the FFG900 package and -2LE (0.9V) speed grade.

A similar part naming convention applies to the speed specifications selection in the ISE tools for supported devices. See 
Table 16 for the subset of 7 series FPGAs supported in the ISE tools.

Performance Characteristics

This section provides the performance characteristics of some common functions and designs implemented in Kintex-7 
devices. The numbers reported here are worst-case values; they have all been fully characterized. These values are subject to 
the same guidelines as the AC Switching Characteristics, page 12. In each table, the I/O bank type is either High Performance 
(HP) or High Range (HR).

XQ7K325T N/A Vivado tools 2013.1 v1.04 
or ISE tools 14.5 v1.04

Vivado tools 
2015.4 v1.09

N/A Vivado tools 2015.4 
v1.07

Vivado tools 2013.1 v1.04 
or ISE tools 14.5 v1.04

XQ7K410T N/A Vivado tools 2013.1 v1.04 
or ISE tools 14.5 v1.04

N/A N/A Vivado tools 2015.4 
v1.07

Vivado tools 2013.1 v1.04 
or ISE tools 14.5 v1.04

Table  17: Networking Applications Interface Performances

Description
I/O 

Bank 
Type

Speed Grade

Units1.0V 0.95V 0.9V

-3 -2/-2LE -1/-1M/-1LM/-1Q -2LI -2LE

SDR LVDS transmitter (using OSERDES; 
DATA_WIDTH = 4 to 8)

HR 710 710 625 710 625 Mb/s

HP 710 710 625 710 625 Mb/s

DDR LVDS transmitter (using OSERDES; 
DATA_WIDTH = 4 to 14)

HR 1250 1250 950 1250 950 Mb/s

HP 1600 1400 1250 1400 1250 Mb/s

SDR LVDS receiver (SFI-4.1)(1) HR 710 710 625 710 625 Mb/s

HP 710 710 625 710 625 Mb/s

DDR LVDS receiver (SPI-4.2)(1) HR 1250 1250 950 1250 950 Mb/s

HP 1600 1400 1250 1400 1250 Mb/s

Notes: 
1. LVDS receivers are typically bounded with certain applications where specific dynamic phase-alignment (DPA) algorithms dominate 

deterministic performance.

Table  16: Kintex-7 Device Production Software and Speed Specification Release (Cont’d)

Device

Speed Grade Designations

1.0V 0.95V 0.9V

-3 -2/-2LE -1 -1M -1LM -1Q -2LI -2LE

ref. DS182



Challenges

• Readout options for 1.28 Gbps data rate

➡ Option.1: abuse normal pins beyond FPGA specs.

✓ Already gave it a shot, but unsuccessful so far.


➡ Option.2: use multi-gigabit transceivers (e.g. GTX).

✓ Implemented and worked, but #GTX is not enough for the 

module testing (12 required, max 8 available).

➡ Option.3: buy or design a board with more expensive FPGA.

✓ Difficult in terms of budget.


• Currently adopted solution:

➡ Operate ASIC with a test mode with half (640 Mbps) speed.

➡ Unknown how this affects to the production yield:(


• Any good idea...?
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Interface board
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Interface board for module testing

• Custom PCB for testing modules.

➡ Submitted to a cheap Chinese company (e.g. PCBway, 

JLCPCB) which may sound a bad choice...
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Interface board for the module testing

• Quality and their skill are actually good:)

➡ FMC HPC, 0.5 mm pitch pads successfully assembled.

➡ Impedance could be controlled very well.


• Low cost by a factor of ~10 compared to P-ban.
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Target: 100 Ω

Our board



Summary

• ATLAS pixel detector will be upgraded for HL-LHC..

➡ Preparing for the mass production of Pixel detector.

✓ In terms of not only hardware itself, but also a software 

infrastructure to test detectors.

• To share the tasks among the international collaboration, data 

handling tend to become complicated.

• Real production phase is approaching, need to wrap up soon!!
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Backup
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Overview of our QC test system

• Complicated software infrastructure
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QA/QC system
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Sampling point tuning algorithm

• Based on Xilinx XAPP1017.
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Introduction to Deserialization and Data Reception

XAPP1017 (v1.0) July 22, 2016 www.xilinx.com  6

Data Reception and Per-Bit Deskew
As shown in the lower portion of Figure 5, the incoming LVDS data lines are routed to both a 

master and slave input delay via the IBUFDS_DIFF_OUT input buffer, and then routed to the 

master and slave ISERDESE2. Parallel data from the master ISERDESE2 is forwarded into the user 

logic and also into the controlling state machine. Parallel data from the slave ISERDESE2 is only 

used by the controlling state machine.

The initial data delay is determined as described in the preceding Clock Reception section, and 

is passed to the IODELAYE2s on the data lines. This ensures that the delays are positioned in the 

correct place immediately, and that the per-bit deskew algorithm is only used to fine-tune each 

data line from that point on.

The initial delay of the master data delay is set to be nominally in the middle of the eye. The 

slave delay is set to be a half-bit period different (earlier or later). As a result, two samples are 

taken of the incoming data line, separated by a half-bit period. To work out how many taps 

there are in a half-bit-time, the macros have a a 16-bit input data bus that allows you to specify 

the bit rate directly via a 16-bit hexadecimal constant. For example, 622 Mb/s should be 

specified with a constant of 216'h062 (X"0622" in VHDL).

The algorithm used to then determine the correct sampling delay works as follows. If the two 

samples taken are half a bit period apart (following a transition) and are the same, then the 

sampling point is too late and the input delays need to be reduced by one tap (Figure 6). If the 

two samples taken (following a transition) are different, then the sampling point is too early and 

the input delays need to be increased by one tap (Figure 7). This mechanism requires changes 

in the incoming data. If the data line is a static-zero or static-one the delays remain at their 

initial value. Because it is impossible to do this comparison in real time synchronous to the 

sampling clock, the parallel received data is used, that is, two 4, 6 or 8-bit samples per input line 

are required.

X-Ref Target - Figure 6

Figure 6: Data Sampling Delay Too Long
X-Ref Target - Figure 7

Figure 7: Data Sampling Delay Too Short
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